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ABSTRACT

Tuning the thermoelectric efficiency of a material is a complicated task as it requires the control of interrelated parameters. In this respect,
various methods have been suggested to enhance the figure of merit (ZT), including the utilization of low-dimensional systems. Motivated
by the effect of strain on intrinsic properties of two-dimensional materials, we examine the thermoelectric response of monolayer indium
nitride (h-InN) under low biaxial strain (+1%) by using ab initio methods together with solving Boltzmann transport equations for elec-
trons and phonons. Our results indicate that among the critical parameters, while the Seebeck coefficient is not affected prominently, electri-
cal conductivity can increase up to three times, and lattice thermal conductivity can decrease to half at �1% strain where valence band
convergence is achieved. This results in significant enhancement of ZT, especially for p-type h-InN, and it reaches 0.50 with achievable
carrier concentrations (�1013 cm�2) at room temperature. Thermoelectric efficiency further increases with elevated temperatures and rises
up to 1.32 at 700 K, where the system remains to be dynamically stable, suggesting h-InN as a promising material for high-temperature ther-
moelectric applications.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0051461

I. INTRODUCTION

Thermoelectric energy conversion that can convert waste heat
directly into electricity (and vice versa) has drawn attention over the
past few decades as a promising energy harvesting strategy.1,2 The
efficiency of thermoelectric materials is evaluated by the dimension-
less figure of merit, ZT ¼ S2σT=κ, where S is the Seebeck coeffi-
cient, σ is the electrical conductivity, S2σ is the power factor (PF), T
is the absolute temperature, and κ is the sum of electronic (κe) and
lattice (κl) thermal conductivity.3 Thermoelectric materials with high
efficiency should simultaneously have a large PF and a low κ, which
is a challenging task due to the interdependence of these parameters.
Therefore, several approaches have been suggested to enhance ZT,
including nanostructuring,4,5 band engineering,3,6–8 and chemical
modification.9,10 However, the desired efficiency for high technologi-
cal devices to be integrated into a vast range of sectors could not
have been achieved yet.11

An alternative and promising strategy to optimize ZT is utiliz-
ing two-dimensional (2D) materials as reduced dimensions, which
can lead to better thermoelectric conversion efficiency compared to

the bulk counterparts.12–14 For instance, a decrease in the thickness
(i.e., confinement length) and the thermal de Broglie wavelength
can enhance the PF.13 Together with this, electrons and phonons
have different mean free paths due to the confinement, which
allows engineering their contributions to thermal conductivity
individually.12 Accordingly, superior thermoelectric properties of
several 2D materials have been demonstrated14–16 and their poten-
tial to be used in thermoelectric devices is revealed.17,18 Moreover,
2D semiconductors naturally offer high tunability of thermoelectric
response with chemical modification, strain, and stacking.18–24

Within the quest for identifying potential 2D materials for ther-
moelectric applications, the class of group III-nitrides that possess
novel electronic and optical properties25 are also taken into consider-
ation. Although monolayers of BN, AlN, and GaN have been
reported to have low ZT values, the relatively high (low) electrical
(thermal) conductivity of monolayer hexagonal indium nitride
(h-InN) leads to good thermoelectric efficiency.26,27 Albeit 2D InN
has not been realized yet, the stability of h-InN has been revealed
and its fundamental properties have been characterized.28,29
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Additionally, the synthesis of InN in thin film and nanostructure
forms has been achieved and their thermoelectric properties have
been investigated.30–33 Accordingly, h-InN holds the promise to be
used in thermoelectric applications subsequent to further enhance-
ment of its intrinsic thermoelectric efficiency.

With this motivation, in this work, we study the effect of low
mechanical strain on the thermoelectric response of h-InN by
using first-principle methods and Boltzmann transport theory.
First, the optimized geometries and corresponding electronic band
structures are obtained under compressive/tensile strain (+1%).
Next, the strain-dependent relaxation time (τ), which is required to
include the effect of scattering mechanisms (i.e., electron–phonon
coupling), is estimated. The variation of these coefficients [Seebeck
coefficient (S), electrical conductivity (σ), power factor (S2σ), and
electronic thermal conductivity (κe)] with carrier concentration
(electron and hole) are calculated for each strain value. To calculate
the phonon transport properties, a primarily accurate phonon spec-
trum is obtained and then the alteration of lattice thermal conduc-
tivity (κl) with strain and temperature is examined. Finally, the
figure of merit (ZT) under strain is calculated for varying tempera-
ture and carrier concentration, and significant enhancement in
thermoelectric efficiency of p-type h-InN under low compressive
strain is revealed.

II. METHOD

The first principles calculations based on density functional
theory (DFT) were performed using Vienna ab initio simulation
package (VASP).34–37 Perdew–Burke–Ernzerhof (PBE) representa-
tion of the generalized gradient approximation (GGA) was
employed to describe the exchange-correlation functional.38 The
electronic band structures were also calculated with the inclusion of
spin–orbit coupling (SOC).39 The projector augmented wave
(PAW)40,41 potentials (including semi-core d-electrons) with a
kinetic energy cutoff of 550 eV was used. The Brillouin zone (BZ)
was sampled with 15� 15� 1 k-point mesh during the structural
relaxation until the energy difference between two electronic steps
was smaller than 10�6 eV and the maximum Hellmann–Feynman
force acting on each atom was less than 10�5 eV/Å. The vacuum
space of 20 Å was set to eliminate the long-range interactions
between the periodic images. The crystal structures were visualized
by VESTA software.42

The electronic parts of the thermoelectric transport coeffi-
cients were calculated by solving the semiclassical Boltzmann trans-
port equation (BTE) by using the BoltzTraP code.43,44 In the frame
of the Boltzmann transport theory, the electronic transport coeffi-
cients can be revealed as

Sαβ(T , μ) ¼ 1
eTVσαβ(T , μ)

ð
σαβ(E)(E � μ) � @fμ(T , E)

@E

� �
dE, (1)

σαβ(T , μ) ¼ 1
V

ð
σαβ(E) � @fμ(T , E)

@E

� �
dE, (2)

where α and β are the tensorial indices; E, T , V , and μ are the elec-
tron band energy, temperature, volume of the unit cell, and chemi-
cal potential, respectively; fμ is the Fermi distribution function.

The σαβ(E) is the energy projected conductivity tensors and can be
calculated from the accurate band structure formula

σαβ(E) ¼ 1
N

X
i,k

τ(i, k)vα(i, k)vβ(i, k)δ[E � E(i, k)], (3)

where N the number of k-points used in the calculation, i is the
band index, τ(i, k) is the relaxation time, vα(i, k) is the α compo-
nent of the band velocity, and E(i, k) is the energy of the state at
k-point in the ith band.

A denser k-point mesh (60� 60� 1) was used to obtain accu-
rate Fourier interpolation of the Kohn–Sham eigenvalues, which is
used for solving BTE under the constant relaxation time approxi-
mation in terms of carrier concentration. The spin–orbit coupling
(SOC) was not included in the calculations of transport properties,
as the band dispersion energies near the Fermi level were not
altered dramatically when SOC was taken into account (Fig. S1 in
the supplementary material). The electronic transport coefficients
S, σ/τ, and Ke/τ were calculated as a function of carrier concentra-
tion and temperature for each biaxial strain. To obtain ZT,45 the
relaxation time (τ) was calculated by using deformation potential
theory.46 The theory relies on the coupling between electrons and
acoustic phonons (one of the dominant scattering mechanism47)
and is widely used in semiconductors,48,49

τ ¼ (μ �m*)=e, (4)

with the band effective mass (m*) defined as50

m* ¼ �h2

d2E(k)=dk2
(5)

and the carrier mobility (μ) estimated as

μ ¼ 2e�h3Y2D

3kBTm*2E2
d

, (6)

where �h is the reduced Planck constant, k is the wave vector, E(k) is
the energy of an electron at wavevector k in the corresponding
band, e is the electron charge, Y2D is the in-plane stiffness
(Y2D ¼ c211�c212

c11
, where cij’s are the elastic constants), kB is the

Boltzmann constant, T is the temperature, and Ed is the deforma-
tion potential constant. The calculated Y2D for h-InN is 65 N/m
and Ed ’s for hole and electrons are 5 and 20 eV, respectively.

The lattice thermal conductivity (κl) was obtained iteratively
followed by calculation of the harmonic and anharmonic force con-
stants based on the zeroth and fully iterative solution of the
Boltzmann transport equation considering phonon–phonon interac-
tion51 implemented in ShengBTE packages,52 which takes dominant
phonon scattering mechanisms into account (i.e., three-phonon pro-
cesses and isotopic disorder). The strain-dependent phonon spectra
were calculated by using the finite displacement method within
5� 5� 1 supercells.53 Taking fifth nearest-neighbor interactions
into account was tested to be sufficient to obtain converged anhar-
monic force constants. The 50� 50� 1 q-point grid along with the
largest van der Walls thickness (3.74 Å) was used. The Born effective
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charges and dielectric constants were derived based on the density
functional perturbation theory (DFPT), which was added as a cor-
rection to the dynamic matrix to take long-range electrostatic inter-
actions into consideration.

III. RESULTS AND DISCUSSION

A. Crystal structure and electronic properties

The optimized crystal structure of h-InN in the absence of
strain is shown in Fig. 1(a). Similar to the other group III-N mono-
layers, h-InN has a planar honeycomb structure and belongs to the
P-6M2 space group.25 The bond distance (dIn�N) and the lattice
constant (j a!j) are calculated as 2.07 and 3.59 Å, respectively. The
total charge density isosurface [Fig. 1(b)] represents the distribution
of the electrons over the hexagonal lattice and reveals the strong
in-plane σ-bonds upon hybridization of sp2 orbitals. The planarity
is sustained by π-bonds formed by pz orbitals perpendicular to the
lattice plane.25 Bader analysis indicates a charge transfer of 1.39 jej
from In to N, which is expected due to electronegativity difference
between cation and anion atoms. The electronegativity difference
also leads to polarization of In–N bonds as revealed by the electron
localization function (ELF) shown in Fig. 1(c).

The electronic band structure of h-InN along the symmetry
directions of the hexagonal BZ, as well as the corresponding orbital
projected density of states (PDOS), is shown in Fig. 2 (the elec-
tronic band structures calculated with the inclusion of SOC are
shown in Fig. S1 in the supplementary material). The valence band
maximum and the conduction band minimum occur at the K and
Γ symmetry points, respectively, and the indirect bandgap (Eg�i) is
calculated as 0.56 eV (1.60 eV) within the PBE (HSE06) level. The
highest valence band (HVB) is relatively flat, resulting in a high
density of states (DOS) near the Fermi level (EF), and originates
mainly from the N-p orbital. The lowest conduction band (LCB) is
primarily composed of In-p and N-s orbital and more dispersive.

To reveal the thermoelectric response of strained h-InN, we
begin with the variation of electronic band structure with biaxial
strain within +1%. For 2D systems, practically biaxial strain can be

more easily applied by considering the lattice mismatch between
2D materials and substrates.54 The electronic structure calculations
are kept at the PBE level as the band dispersion captures the trans-
port properties and it is more crucial than the bandgap. Although
the PBE underestimates the bandgap, it is reliable to calculate the
thermoelectric coefficients since the band profile can be obtained
with sufficient accuracy. It should be noted that apart from the
bandgap, the electronic band structures calculated with PBE and
HSE06 have the same profile. In this respect, the shifts of the LCB
and HVB under biaxial strain are shown in Fig. 3. These shifts lead
to a monotonic increase (decrease) of indirect (Eg�i) and direct
bandgap (Eg�d) with compressive (tensile) strain. Furthermore, the
difference between them narrows with compressive strain and
merges at �1%.55 The LCB is composed of a single parabolic valley
and undergoes notable shifts in energy as well as becomes less dis-
persive as applied strain varies from þ1% to �1%. On the other

FIG. 1. (a) The top and side views of the crystal structure of h-InN. The purple
and light blue spheres indicate In and N atoms, respectively. The net charge on
each atom is given and the primitive unit cell is represented by the solid arrows.
(b) The isosurface of the total charge density (isosurface level is set to
0.03 eÅ�3) and (c) in-plane electron localization function (ELF). The increase in
electron localization from 0 to 1 is indicated with blue to red color code.

FIG. 2. Electronic band structure and orbital projected density of states (PDOS)
of monolayer h-InN. The fundamental bandgap is shaded and the indirect
(Eg�i ) and direct bandgap (Eg�d ) are shown.

FIG. 3. The variation of the valence and conduction bands in the proximity of
the Fermi level (EF ) with biaxial strain. The inset illustrates the change of the
indirect (Eg�i ) and direct bandgap (Eg�d ) under the biaxial strain.
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hand, the valence band profile in the proximity of EF is more
complex. There are twofold degenerate bands at the Γ-point, which
are located at a slightly lower energy level than the HVB at the
K-point. With compressive strain, while HVB at the K-point
remains almost intact, the bands at the Γ point move upward and
reduce the energy difference with HVB. This leads to a band con-
vergence between �0:5% and �1% resulting in an increasing band
degeneracy (i.e., the band extrema of the multiple bands have the
same or comparable energy within a few kBT).

7 In addition to
band convergence, these bands are flattened, which also affects the
electronic transport features (see below). When compressive strain
increases beyond �1%, energy bands at Γ-point replace the original
HVB and band degeneracy gradually disappears. Additionally, we
also calculated the electronic band structure of h-InN under uniax-
ial strain (+1%). The obtained results are reported in Fig. S5 in the
supplementary material. It is noticed that the profile of band struc-
tures (or evaluation of band dispersions) is similar under both
types of strain. On the other hand, the band convergence under
compressive strain is less evident for the uniaxial case.

From the strain-dependent electronic band structures, the
band effective mass (m*)50 and carrier mobility (μ) of charge carri-
ers are obtained [Eqs. (5) and (6)] and these quantities can be used
to estimate the relaxation time (τ) by using Eq. (4). The m* and μ
are calculated separately for hole (m*

h, μh) and electron (m*
e, μe) car-

riers at 300 K, and their variation with the biaxial strain is given in

Figs. 4(a) and 4(b). For all strain levels, m*
h is higher than m*

e,
which can be attributed to more dispersive LCB with respect to
HVB. In a similar manner, as μ/ 1=m*, μh is lower than μe within
these strain levels. The sharp decrease (increase) in m*

h (μh) at
�0:5% [Fig. 4(a)] is related to the modification of valance bands in
the vicinity of EF with strain as explained above.56 For the case of
electron carriers, m*

e (μe) monotonically increases (decreases) in
response to biaxial strain from þ1% to �1% correlated with the cur-
vature alternation of LCB. As the band dispersions are not affected
with the inclusion of SOC, m*, μ, and τ are estimated at the level of
PBE. The obtained results (strain- and temperature-dependent) are
summarized in Tables S1 and S2 in the supplementary material. It
should be also noted that while applying the deformation potential
theory, only the electron–acoustic phonon coupling, which is one of
the dominant scattering mechanisms is taken into account.27,47,57,58

The other possible scattering mechanisms59,60 (i.e., polar optical
phonon scattering and intervalley scattering) are not considered due
to the challenges regarding the computation of electron–phonon
coupling in 2D systems.61,62 For these reasons, our discussion is
restricted with the intrinsic scattering based on the deformation
potential theory, which yields an upper limit for the mobility. Thus,
our reported transport coefficients are within the lower limit, which
should increase when the different scattering mechanisms are taken
into account. The variation of temperature-dependent mobility of
h-InN with the inclusion of acoustic and polar phonon scattering is
shown in Fig. S4 in the supplementary material.

B. Electronic transport properties

On the basis of electronic band structure, strain-dependent
electronic transport coefficients (S, σ, PF) can be evaluated by
solving BTE and the results are given in Fig. 5 for both charge car-
riers (p- and n-type) as a function of carrier concentration (ρ) at
300 K. First, in the absence of strain, the absolute value of Seebeck
coefficient (jShj and jSej) decreases for both p- and n-type h-InN
with ρ as shown in Fig. 5(a), which is in alignment with the
Mahan–Sofo theory.63 Additionally, jShj is larger than jSej within
the studied range. For instance, the maximum value of jShj is
�700 μV=K at room temperature, which is double of jSej
(�350 μV=K). This difference in jSj for electron and hole carriers
originates from the density of states effective mass, which is large
for flatbands with high DOS around EF . A less dispersive and
degenerate HVB (hole doping) when compared with LCB (electron
doping) leads to larger jSj. The applied biaxial strain has no signifi-
cant effect on the Seebeck coefficient, therefore a similar trend is
obtained with/without strain.

In contrast to jSj, the electronic conductivity (σ) increases
with the increasing ρ and for a given ρ, σh is smaller than σe

[Fig. 5(b)]. When strain is applied, σe decreases (increases) mono-
tonically with compressive (tensile) strain, following the similar
trend with μe in the range of +1%. In the case of p-type doping,
while the effect of tensile strain on σh is minor, it dramatically
increases with compressive strain. This increase is also correlated
with band convergence as it leads to multiple pathways of conduct-
ing channels within similar energy and thus enhances σh. These
results suggest that p-type h-InN can demonstrate better perfor-
mance than n-type system in the presence of strain.

FIG. 4. The band effective mass (m�) and carrier mobility (μ) of h-InN at 300 K
for (a) p-type (hole carriers) and (b) n-type doping (electron carriers) as a func-
tion of the applied biaxial strain.
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As jSj decreases and σ increases with ρ, their collective effect
on thermoelectric response can be revealed by calculating the
power factor (PF= σS2). The variation of PF with ρ under strain is
shown in Fig. 5(c). PFh is a significantly larger PFe, resulting in a
nearly threefold magnification at the same carrier concentration in
the absence of strain. While biaxial strain has minimal effect on

PFe, PFh is notably enhanced under compressive strain. For
instance, the maximum of PFh obtained at 8� 1013 cm�2 hole con-
centration is 6.9 mW/(m K2) under �1% strain and this value is
two times higher than the corresponding PFh without strain.
Therefore, the band convergence resulting from small compressive
strain leads to enlarged PF.

C. Thermal transport properties

A low thermal conductivity is an essential factor to achieve
high thermoelectric performance. The electronic contribution to
the thermal conductivity (κe) can be estimated by applying the
Wiedemann–Franz law,44

κe ¼ LσT , (7)

where L is the Lorentz number (2:4� 10�8 WΩK�2 for free elec-
trons), and σ is the electrical conductivity obtained from BTE.
Accordingly, κe follows the same trend as σ, within the range of
0.31–0.76Wm�1K�2 as strain applied from þ1% to �1% at 300 K.
Its overall magnitude is much smaller than lattice thermal conduc-
tivity (κl) and, therefore, does not affect ZT significantly.

To obtain κl , an accurate phonon spectrum should be
obtained in the first place. The phonon dispersion together with
phonon partial density of states (pPDOS) is shown in Fig. 6(a)

FIG. 5. (a) Seebeck coefficient (jSj), (b) electrical conductivity (σ), and (c)
power factor (PF ¼ σS2) as a function of carrier concentration (ρ) at 300 K for
both n- and p-type doping.

FIG. 6. (a) Phonon band structure and partial phonon density of states
(pPDOS) for unstrained h-InN. (b) The variation of lattice thermal conductivity
(κl ) with temperature and (c) the variation of phonon bandgap with strain. κl at
�1% is shown with dashed lines indicating the onset of imaginary frequencies
at this compressive strain level.
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(the strain-dependent phonon spectrum is shown in Fig. S2 in the
supplementary material). h-InN has three acoustic and three
optical branches associated with two basis atoms in the primitive
cell. While the transverse (TA) and longitudinal acoustic (LA)
branches have a linear dispersion with the wave vector near the Γ
point, the dispersion of flexural acoustic (ZA) branch is quadratic.
The flexural optical branch (ZO) is coupled to the LA branch,
which is ascribed to the planarity of group III-N monolayers.64,65

The pPDOS analyses indicate that the optical phonon branches are
governed by the vibration of light N atom, whereas the vibration of
more massive In atom dominates the high frequency of LA branch.

In the monoatomic chain model, bonding stiffness (i.e., inter-
atomic force constant) and atomic mass in the primitive cell deter-
mine the scale of phonon dispersion frequencies. When the
interatomic force constants are weaker, and the mass of the atoms
is heavier, the phonon modes shift to lower frequencies. In this
regard, the highest frequency of the normal mode vibration at the
Γ-point for h-InN is 18 THz, which is lower than that of h-GaN
(21 THz) and h-BN (40 THz).64 Ascending the frequency results in
a low Debye temperature66 (Θd ¼ �hωi, max=kb and ωi, max is the
maximum phonon frequency at the zone boundary of ith acoustic
phonon branch), above which all the phonon modes are excited.67

Thus, a small Θd indicates an intense three-phonon scattering and
leads to low κl regarding the Slack model68,69 and clarifies the
lowering of κl from B to In in the group III-N monolayers. The κl

is calculated as 6.77W/mK at room temperature for h-InN and
it is lower than those of h-BN (245W/mK)70 and h-GaN
(14.9W/m),64,71 in accordance with variation of Θd (1678, 522, and
143 K for h-BN, h-GaN, and h-InN, respectively). The low κl of
h-InN can also be associated with the weak phonon harmonic inter-
action and strong anharmonic scattering.72 It should be noted that
while calculating κl , phonon–phonon interactions are involved and
electron–phonon coupling is not taken into account. Electron–
phonon coupling is substantial in highly doped semiconductors and
metals due to possessing enough electron states around the Fermi
surface.73 Accordingly, in h-InN, this interaction is not expected to
be strong. The suggested approach is applied to various 2D systems
including Group III-N monolayers,64,74 and also tested on prototype
materials such as graphene.64,74 The obtained results are in agree-
ment with experimental results75 and theoretical predictions.

The variation of κl with temperature is shown in Fig. 6(b). In
the absence of strain, κl decreases with increasing temperature fol-
lowing a T�1 dependence.76 This type of variation suggests that the
phonon transport scattering is mainly dominated by the Umklapp
process, which modifies the thermal resistance.77 When strain is
applied, κl decreases (increases) with compressive (tensile) strain.
Whereas the tensile strain leads to more isolated N-s bands, the
compressive strain increases the overlapping wave functions of N-s
lone-pair electrons with bonding electrons of adjacent In atoms.
This induces nonlinear electrostatic forces upon thermal agitation,
leading to an increase in the phonon anharmonicity and thus
reducing the κl .

78–80 Therefore, κl is reduced under the compres-
sive strain as a result of enhanced lone-pair interaction, which is
proposed as the dominant mechanism. The variation of κl with
strain is similar to other 2D Group III-N systems81 and this reduc-
tion is also observed in other 2D systems such as silicene82,83 and
phosphorene.84 The phonon gap between the highest frequency of

acoustic and the lowest frequency of optical branches increases
(decreases) with compressive (tensile) strain [Fig. 6(c), and Fig. S3
in the supplementary material]. Compressive strain softens the
phonon modes and gather them in a smaller frequency range. This
increases the probability of phonon scattering and thereby reduces
the phonon relaxation time.85,86 As the acoustic phonon branches
primarily contribute to the thermal conductivity, softening of these
modes overall results in reduced group velocity and decreased
thermal conductivity.76 By contrast, tensile strain induces phonon
stiffening, which often enhances the thermal conductivity. It should
be noted that imaginary frequencies start to emerge at higher com-
pressive strain levels and thus the mechanical strain should be kept
low to obtain realistic results.

D. Figure of merit

By combining all the obtained results, the figure of merit (ZT)
for doped h-InN can be estimated. ZT as a function of ρ at room

FIG. 7. (a) The variation of figure of merit (ZT) with carrier concentration for n-
and p-type doping at 300 K and (b) variation of strain-dependent ZTh with
temperature.
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temperature is shown in Fig. 7(a). For doping concentrations, a
realistic range (1� 10�13–8� 10�13 cm�2), which is attainable in
2D materials, is considered.87 The ZT of the n- and p-type doping
is labeled as ZTe and ZTh, respectively. In the absence of strain, the
maximum of ZTh (0.06) is threefold higher than ZTe (0.02), which
is correlated with the variation of PF [Fig. 5(c)]. While ZT increases
with compressive strain for both charge carriers, it is more promi-
nent for ZTh where a rise by a factor of five is noticed at a strain
level of �1%. The increase in ZTh under the compressive strain is
aligned with the simultaneous decrease of κl and the increase of
PF. Such a dramatic enhancement is not obtained for ZTe as shown
in Fig. 7(a). To reveal the thermoelectric performance of h-InN at
elevated temperatures, we investigate the variation of ZTh with tem-
perature for each strain level and the results are given in Fig. 7(b).
The temperature range is selected according to the molecular
dynamics results (Fig. S3 in the supplementary material), which
indicates that the h-InN is dynamically stable up to 700 K. As
expected, ZTh increases with temperature, indicating that h-InN
exhibits better performance at high temperatures. ZTh reaches its
maximum value (0.50 at 300 K and approaches up to 1.32 at
700 K) at �1% strain level, where band convergence is obtained.88

The obtained ZT values are larger than the conventional thermo-
electric materials, for instance, Bi2Te3 (1.0),89 SnSe (0.70),90 and
PbTe (0.30).91

IV. CONCLUSION

In summary, we have examined the strain-dependent thermo-
electric properties of monolayer h-InN by using ab initio methods
together with solving Boltzmann transport equations. Our results
show that the p-type system exhibits better performance than
n-type, which is linked to the valence band profile near the Fermi
level. Low compressive strain at the level of �1% induces band con-
vergence, which leads to a significant increase in PF together with a
substantial decrease in κl . This modification results in high ZT,
which is calculated as 0.50 at room temperature for the p-type
system. Additionally, ZT enhances with elevated temperatures and
reaches up to 1.32 at 700 K, at which h-InN maintains its dynami-
cal stability. Our results indicate that the thermoelectric perfor-
mance of p-type h-InN can be significantly enhanced with
applicable (low) compressive strain at realistic doping levels and
suggest this system as a promising material for high-temperature
thermoelectric applications.

SUPPLEMENTARY MATERIAL

See the supplementary material for additional details on elec-
tronic band structures calculated with spin–orbit coupling, strain-
dependent phonon spectra, molecular dynamics simulations
results, strain- and temperature-dependent effective mass and relax-
ation time values, the effect of polar phonon scattering on mobility,
variation of electronic band structures under uniaxial strain and
convergence tests regarding electronic, and phononic transport.
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